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* * * First Change * * * *

4.2
PMIPv6 protocol stacks

Protocol stacks for PMIPv6 are depicted in Figure 4.2-1. The MAG functions are defined in 3GPP TS 23.402 [3], e. g., relaying DHCPv4/DHCPv6 packets between the UE and the DHCP server, forwarding the payload packets between the UE and the LMA.
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Figure 4.2-1: Protocols stacks for PMIP

The Control Plane A is for PMIPv6 signals transported over IPv4, and the Control Plane B is for PMIPv6 signals transported over IPv6. When IPv4 transport is used, UDP encapsulation is used as described in  IETF RFC 5844 [5].
* * * Second Change * * * *

6
Tunnel Management procedures

6.1 
General

The Mobile Anchor Gateway (MAG) and the Local Mobility Anchor (LMA) establish and maintain a bi-directional tunnel for each PDN connection, which is used for routing the UE’s PDN connection user-plane traffic between the MAG and the LMA. This tunnel is based on GRE [20] encapsulation and is established as a result of exchanging the Proxy Binding Update (PBU) and the Proxy Binding Acknowledgment (PBA) messages between the MAG and LMA. The PBU and PBA messages establish unique Binding Cache Entry (BCE) and Binding Update List Entry (BULE) entries for each PDN connection at the LMA and the MAG respectively. The tunnel end points are the Proxy-CoA and LMAA with GRE encapsulation (for IPv6 transport network) or IPv4-Proxy-CoA and IPv4-LMAA with GRE encapsulation (for IPv4 transport network), as described in  IETF RFC 5845 [7]. GRE encapsulation shall always be used; the GRE tunneling negotiation described in [7] is not applicable and the GRE Key Identifier Option shall always be present in the PBU messages for PMIPv6 PDN Connection Creation and binding registration after handover. 

Tear down of GRE tunnels and cleanup of state is done explicitly by MAG Initiated PDN Connection Deletion or LMA Initiated PDN Connection Deletion; additionally, the tunnel is torn down when the binding lifetime expires as described in IETF RFC 5213 [4].

Signalling messages as specified in Section 4 are sent natively without encapsulation in IPv6 transport network and with IPv4-UDP encapsulation in IPv4 transport network as specified in IETF  IETF RFC 5844 [5].

A PMIPv6 node (MAG or LMA) that has no unicast IPv6 address but has a unicast IPv4 address shall be able to receive a PMIPv6 message with this IPv4 address in the destination address field of the IPv4 header. When such a PMIPv6 node sends a PMIPv6 message to a PMIPv6 peer, it shall send the PMIPv6 message with its IPv4 address in the source address field in the IPv4 header. 
When a PMIPv6 node (MAG or LMA) sends a PMIPv6 message to a PMIPv6 peer for which it does not have a unicast IPv6 address but has a unicast IPv4 address, it shall send the PMIPv6 message with its peer IPv4 address in the destination address field in the IPv4 header.


The maximum size of an inner IP packet that may be transmitted without fragmentation by the PDN GW or the MS/UE is the same as the maximum N-PDU size that can be transmitted without IP fragmentation as defined in 3GPP TS 23.060 [23].

It is recommended to set the default inner MTU size at the PDN GW to 1280 octets in order to avoid IP fragmentation of both inner IP packets (in the PDN GW or UE/MS) and outer IP packets in the backbone. 

NOTE: 
The UE/MS, or a server in an external network, may determine the inner MTU path by methods such as MTU discovery and hence fragment correctly at the source.

* * * End of Changes * * * *
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